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ABSTRACT
Optimization of simulation parameters is an important task in many different sciences where simulation is used to model and analyze complex processes and behaviors. In this work it is shown how users, such as researchers, students, and practitioners can benefit from the integration of data-exchange interfaces in optimization software systems. The development of such an interface enables users to couple their own systems and use preimplemented algorithms for their application. The interface description is based on a unified protocol buffer approach which can be ported to further frameworks and optimization software systems. The benefits of a modular architecture, such as in the HeuristicLab optimization environment, will be examined under the light of a successful integration. HeuristicLab is available on the web under the GPL license, its application to the optimization of planning and control systems in manufacturing environments will be shown as a case study in this work. The concrete subject of the case study is a production scenario where different control strategies are used to plan different products. The question is whether machines should be dedicated to a certain control strategy or whether the machines should be shared. The quality is measured by the achieved service level and amounted inventory costs.

Categories and Subject Descriptors
D.2.11 [Software]: Software Engineering—Software Architectures; D.2.12 [Software]: Software Engineering—Interoperability; I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, and Search—Heuristic methods; I.6.3 [Computing Methodologies]: Simulation and Modeling—Applications
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1. INTRODUCTION
The optimization of simulation parameters is not a new topic and has been discussed before [7, 6], however still there is a lack of widely available ready-to-use optimization systems that can be employed to perform the optimization task. Some simulation frameworks come with optimizers, such as OptQuest [9], included or provide a separate license to use them, but even in this case the included optimizer might not be well suited to solve the given problem. The cause for this can be found in the no free lunch theorem [22] which states that no algorithm can outperform any other algorithm on all problems. Due to the high heterogeneity of the actual simulation models and the meaning of their parameters, the problems can be of many different natures. In one case there might be only a single optimal solution that can be obtained through a basic local search algorithm, but in other cases the model response might be more complex and different strategies are required with different levels of diversification and intensification. In any case, the more solutions that need to be evaluated, the longer the optimization process will last. The selection of a suited optimization method and suited algorithm parameters is therefore crucial to find good parameters for the given simulation model.

1.1 Simulation Environments
A number of simulation environments and frameworks have been created and improved over time that provide the basis for developing a wide range of different simulation models. Among these are AnyLogic, Arena, or MatLab. Domain experts can make use of these frameworks that often provide a graphical development environment which abstracts the underlying programming language. This facilitates their use for people with no or only limited programming skills. These frameworks further provide many abstractions for database and file access, visualization, and include tools for user interface development and statisti-
Optimization methods, especially metaheuristics, are often developed by researchers that are not experts in the application domain of a simulation model. Implementations of these algorithms may be available in a certain general purpose programming language, but often tailored to a certain problem. In the emergence and further development of optimization frameworks these methods have been generalized and abstracted to work with a number of different problems. These frameworks bundle several methods, provide a rich functionality to build upon and a sound base that is created to software engineering standards, see [16] for a comparison. HeuristicLab [19, 20] is one such environment that provides a diverse set of provided algorithms and a graphical user interface (GUI). The graphical interface allows for a more natural interaction with the software and lowers the barrier for users to apply and design optimization methods, much like AnyLogic, Arena, MatLab, etc. provide a graphical environment to create and run simulation models. In HeuristicLab, algorithms can be modeled visually through the use of a modeling language and their performance can be studied in extensive experiments. Problems can be described in the graphical environment by combining existing representations with a user-defined evaluation function. A compiler and an integrated development environment (IDE) is only necessary should new features be added in new plugins. HeuristicLab 3.3 is written in C# and was released to the public in 2010 under the GNU General Public License (GPL) v3.0.

2. HEURISTICLAB ARCHITECTURE

The architecture of HeuristicLab is composed of a multitude of different plugins. Generally, each of the boxes in Figure 1 represent an assembly, or multiple assemblies if a "*" is added to the name. The architecture consists of three horizontal layers and two vertical layers. The horizontal layers are base, core, and optimization. The vertical layers split the horizontal layers into models on the one hand and views on the other hand. The dependencies in this block diagram are modeled only roughly, but the general idea is that assemblies depend on those below and those to the left. The architecture is generally split sharply into assemblies that contain user interface (UI) elements and assemblies that contain model elements. Therefore HeuristicLab can also be used in environments that do not support or need a user interface.

Base Layer

The base layer contains plugins which provide essential functionality. Every plugin in HeuristicLab is based on the Plug-inInfrastructure which provides services such as loading assemblies and checking the plugin dependencies. An important class in this assembly is the ApplicationManager singleton which can lookup types, instantiate them, and thus provides the base for a loosely coupled architecture. The base layer also houses the Persistence which allows to store and restore object graphs in a compressed XML file.

Core Layer

On top of the base layer lies the core layer that includes the algorithm modeling language. It is described by core interfaces, data objects, parameters, operators, and engines. The interplay of these elements is shown in Figure 2. The important concept is the separation of individual steps in the form of small operators [19]. These are small enough to represent an essential step in an algorithm and usually large enough to contain more than just a single statement. Operators can be linked to form an operator graph which in turn describes an algorithm. An engine is then used to execute that graph in that it applies one operator after another.
2.1 Integration of Simulation-Based Optimization

Generally, two different cases of simulation-based optimization can be identified. In the first case, the simulation model acts as a fitness function, it will take a number of parameters and calculate the resulting fitness value. In the second case, the optimization problem occurs within the simulation model itself. For example, the simulation of a production facility might require to solve a scheduling problem to determine the best order of job executions which in turn requires the integration of an optimization approach. HeuristicLab has been used in both cases [17, 18] successfully, but while the first case has been generalized and abstracted as shown in this work, the second case still requires a tighter coupling with the simulation model. The generalization and abstraction of the second case could be a topic for future work.

External Evaluation Problem

Simulation-based optimization in HeuristicLab has been integrated in the form of the ExternalEvaluationProblem. As the name implies it assumes the evaluation is taking place in another application. This problem has no predefined representation or operators, instead the user can customize the problem according to her needs. If the actual simulation-based optimization tasks can be represented by a set of real-valued parameters, the RealVectorEncoding plugin and its operators can be added to the problem. If instead the parameters are integer values, the IntegerVectorEncoding plugin can be used to create, and modify the solutions. Both encodings can also be combined if the problem parameters are mixed. A screenshot of the problem configuration view is given in Figure 4. In the following the parameters of this problem are explained.

BestKnownQuality & BestKnownSolution: These parameters are used and updated by certain analyzers and remember the best quality that has been found so far as well as the corresponding best solution.

Cache: Together with the appropriate evaluation operator this parameter can be used to add an evaluation cache. The cache can be used to store already seen configurations and their corresponding quality so that these need not be simulated again.

Clients: Contains a list of clients in the form of communication channels. At least one must be specified, but the list can contain multiple channels if the simulation model is run on multiple machines.

Evaluator: This operator is used to collect the required variables, packs them into a message, and transmits them to one of the clients. If the cached evaluator is used the cache will be filled and the quality of previously seen configurations will be taken directly from the cache.

Maximization: This parameter determines if the received quality values should be maximized or minimized.

Operators: This list holds all operators that can modify and process solutions such as for example crossover and mutation operators. Any operator added to the list can be used in an algorithm and certain algorithms might require certain operators to work.

SolutionCreator: This operator is used to create the initial solution, typically it randomly initializes a vector of a certain length and within certain bounds.
**Interoperability**

The representation of solutions as scope objects which contain an arbitrary number of variables and the organization of scopes in a tree provides an opportunity for integrating a generic data exchange mechanism. Typically, an evaluator is applied on the solution scope and calculates the quality based on some variables that it would expect therein. The evaluator in the ExternalEvaluationProblem will however collect a user-specified set of variables in the solution scope, and adds them to the **SolutionMessage**. This message is then transmitted to the external application for evaluation. The evaluation operator then waits for a reply in form of the **QualityMessage** which contains the quality value and which can be inserted into the solution scope again. This allows to use any algorithm that can optimize single-objective problems in general to optimize the ExternalEvaluationProblem.

The messages in this case are protocol buffers\(^1\) which are defined in a .proto file. The structure of these messages is shown in Figure 3.

The protocol buffer specification in form of the message definitions is used by a specific implementation to generate a tailored serializer and deserializer class for each message. The format is designed for very compact serialized files that do not impose a large communication overhead and the serialization process is quick due to the efficiency of the specific serialization classes. Implementations of protocol buffers are provided by Google for Java, C++, and Python, but many developers have provided open source ports for other languages such as C#, Clojure, Objective C, R, and many others\(^2\). The solution message buffer is a so-called "union type", that means it provides fields for many different data types, but not all of them need to be used. In particular, there are fields for storing Boolean, integers, doubles, and strings, as well as arrays of these types, and there is also a field for storing bytes. Which data type is stored in which field is again customizable. HeuristicLab uses a **SolutionMessageBuilder** class to convert the variables in the scope to variables in the solution message. This message builder is flexible and can be extended to use custom converters, so if the user adds a special representation to HeuristicLab a converter can be provided to store that representation in a message. By default, if the designer of an **ExternalEvaluationProblem** would use an integer vector, it would be stored in an integer array variable in the solution message. The simulation model can then extract the variable and use it to set its parameters. The protocol buffer is also extensible in that new optional fields may be added at a later date. Finally, transmission to the client is also abstracted in the form of channels. The default channel is based on the transmission control protocol (TCP) which will start a connection to a network socket that is opened by the simulation software. The messages are then exchanged over this channel.

**Parallelization and Caching**

If the required time to execute a simulation model becomes very long, users might want to parallelize the simulation by running the model on multiple computers. In HeuristicLab this is easily possible through the use of the **parallel engine**. The parallel engine allows multiple evaluation operators to be executed concurrently which in turn can make use of multiple channels defined in the **Clients** parameter. It makes use of the **ThreadPool** in .NET which manages the available threads for efficient operations. To further speed up the optimization the user can add aforementioned **EvaluationCache** and the respective evaluator. The cache can be persisted to a file or exported as a comma-separated-values (CSV) file for later analysis [17].

The application of these features in HeuristicLab on a simulation-based optimization task in a production planning and control scenario will be discussed in the next section.

### 3. SIMULATION OF MANUFACTURING CONTROL STRATEGIES

Production planning and control has a major impact on the performance of manufacturing systems. Mostly key performance indicators like inventory, tardiness and service level are measured to identify the logistical performance of such systems. One of the research questions treated concerning production planning and control is the parameterization of these methods. Looking at the available literature shows that research currently focuses on analytical models [2, 3]. Such models have the advantage that optimal solutions can be identified. However, their disadvantage is the simple structure of production systems these models have to assume. To identify good parameters for production planning and control, simulation studies can be applied which are able to model more complex and therefore more practically relevant production systems. For dispatching rule development this method has already broadly been applied [21, 5]. Recently simulation is also applied to identify good production planning and control parameters like lotsize and production lead time [12] whereby in [11] a simulation framework to support this approach is provided. Motivated by a practical case, in this paper a production system is studied with some materials being produced to stock and others being produced to order. In detail the practically relevant prob-

---

\(^1\)http://code.google.com/p/protobuf

\(^2\)http://code.google.com/p/protobuf/wiki/ThirdPartyAddOns

Figure 3: Definition of the generic interface messages.
Figure 4: Example of a simulation-based optimization problem configuration in HeuristicLab 3.3 with multiple bounds shown for each dimension of an integer parameter vector. The first column denotes the minimum value, the second column the maximum value, and the step size can be given in the third column.

3.1 Model Description

The modeled production system follows a flow shop structure inspired by a production company operating in the automotive sector. The flow shop consists of six machines (M1-M6), which are arranged in three machine groups which can be seen as production, assembling and packaging. In each group there are two individual machines which are identical, so it is possible to produce all products on both machines within the machine groups.

The production planning and control methods for the materials are material requirements planning (MRP) as well as kanban. Half of the finished goods (items) are MRP planned and have a demand with a variation coefficient of 0.5. The second half of the items are kanban controlled and have a variation coefficient of 0.25. The question to answer is how should the planned lead times, safety stocks, and fixed order periods (FOP) for MRP and the number and size of kanban containers be set to minimize inventory and tardiness costs with respect to a predefined production system capacity. The orders were chosen such that the system utilization is approximately 85%.

The basic function of MRP is to plan material requirements. The target of MRP is to schedule jobs and purchase orders to satisfy material requirements generated by external demand. Kanban on the other hand is a pull system and triggered by demand. If a kanban is empty the upstream workstation gets a signal to reproduce the used material in the amount of the kanban size. For a more detailed description of the methods refer to [10].

Market Scenarios

Two different scenarios are considered in this work which shall be optimized and compared. The scenarios differ in the machine allocation policy of the production system which is illustrated in Figure 6a and 6b. While in the first scenario each machine group dedicates a machine to either MRP or kanban controlled materials, the second scenario shares the machines between these strategies. In both scenarios there are four kinds of items, four materials and two raw materials. There are customer orders for a total of 3000 parts per month of products 10 and 12, and 4500 parts per month for products 11 and 13. The actual amount per order is lognormal distributed with the values given in Table 1. The customer required lead time is also lognormal distributed, but with a mean value of 10 days and a standard deviation of 1.4 days for all finished products.

<table>
<thead>
<tr>
<th>Item</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orders / month [pcs]</td>
<td>3000</td>
<td>4500</td>
<td>3000</td>
<td>4500</td>
</tr>
<tr>
<td>Order amount $\mu$ [pcs]</td>
<td>100</td>
<td>150</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>Order amount $\sigma$ [pcs]</td>
<td>50</td>
<td>75</td>
<td>25</td>
<td>37.5</td>
</tr>
</tbody>
</table>

Bill of Material

Figure 5 shows the bill of material (BOM) for the scenarios and the LLC (low level code). LLC 0 combines all finished goods which are arranged into two product groups called product group PG1 and PG2. The arrows indicate which item is required to produce which other item and the cardinality in the arrows states the required number of items. The materials in LLC 3 are purchased materials in this case that are always available and need not be taken into considerations for the planning. The items in PG1 as well as item 20 and 30 are controlled by MRP, whereas the items in PG2, as well as item 21 and 31 are kanban controlled.

Figure 5: Bill of material
**Machine Allocation Policies and Routing**

Naturally, the different allocation scenarios also affect the routing. In the case where the production is mixed items 1X are produced on machine group MG3, items 2X are produced on machine group MG2, and items 3X are produced on machine group MG1. In the segmented case the machine groups are split according to the control strategy. Items 10 and 11 are produced only on M5, item 20 is produced on M3, and item 30 is produced on M1. While the kanban controlled items 12, 13, 21, and 31 are produced on the respective other machine in the machine groups. The processing and set up times are equal for all item and machine combinations and are given in Table 2. Generally, the orders are sorted by an earliest due date (EDD) dispatching rule.

<table>
<thead>
<tr>
<th>Type</th>
<th>Processing</th>
<th>Set up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing</td>
<td>4.86</td>
<td>6</td>
</tr>
<tr>
<td>Set up</td>
<td>2.43</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 2: Processing and set up times for all items on all workstations. Set up times occur if a production order is processed on a machine that differs from the previously processed order. Otherwise no set up time is required.

4. COUPLING WITH HEURISTICLAB

The simulation model described in the previous section is implemented in AnyLogic\(^3\)\(^6\). AnyLogic is written in Java and allows to add Java code in various parts of the modelling process. Generally one creates a model in form of an ActiveObject which might contain many other ActiveObjects. The model can then be run in different experiments such as a SimulationExperiment. To couple the model with HeuristicLab and make use of the generic data-exchange interface a special type of experiment is used. In AnyLogic the so called ParametersVariation experiment allows to perform a set of simulation runs for certain parameters. These parameters can be varied automatically given certain bounds and a step size, but can also be varied freely such as by HeuristicLab. For this purpose a small Java library was added to the model, which is also available on the HeuristicLab website\(^4\). The Java library abstracts the data-exchange part and allows to set the simulation model up as either a push or a poll service for HeuristicLab. In the push service the model needs to implement an interface which is passed to the library, in the poll service the library can be polled for incoming solution messages and a quality can be returned. The ParametersVariation experiment in AnyLogic has a few steps which perfectly allow to integrate the communication requirements as can be seen in Figure 7. In the ExperimentInitialization section the library is used to create a new poll service on a given TCP port. In BeforeExperiment the quality is initialized, the solution message is polled and the process blocks until a message is received. In BeforeSimulationRun the parameters are assigned from the received values, and in AfterSimulationRun the performance indicators are calculated and added to the quality. Finally in AfterIteration the average quality is calculated, the library is called to transmit the value back to HeuristicLab, the quality is reset, and a new message is polled.

4.1 Experiment Design

The system utilization for all experiments is about 85%. The performance measures are the overall costs separated in inventory and tardiness costs. The fitness value after each iteration is calculated as the mean value of the overall costs measured in Euro. The tardiness costs are corrected by the end of the simulation run. All customer orders that cannot be satisfied when the simulation model ends are penalized as being tardy to avoid situations with seemingly low costs, but only due to excessively delaying customer orders. The inventory cost rate to the tardiness costs rate is chosen to be 1:20 so that tardiness costs are penalized stronger. In the experiments one year with 360 days is analyzed whereby each run is replicated 5 times to account for stochastic variance.

\(^3\)http://www.xjtek.com

\(^4\)http://dev.heuristiclab.com/howtos
5. RESULTS

The results have been computed by applying different algorithms on the simulation model in the scenario where the production is segmented as well as in the mixed case. Figure 8 shows a comparison of the quality performance in the segmented case with various configurations of genetic algorithms (GA) and evolution strategies (ES). For the GA, "1-point" denotes a single point crossover, "Discrete" is a discrete crossover choosing each gene randomly from one of the parents, and "Average" denotes an averaging of the genes. The mutation operator, termed "RNA", was chosen to slightly perturb a solution by adding a normal distributed value to each gene and rounding the result. For the ES there were runs attempted with comma selection without recombination as well as with average (intermediate) and discrete (dominant) recombination. Every algorithm configuration was run with the same seed so that the same initial population was used. The algorithms were set to evaluate 10,000 solutions and run times for a complete run varied from 16 hours on a modern quad-core with 3.2Ghz to 24 hours on an older laptop with 1.87Ghz. The cache was active in all runs, but emptied before each new run. Some runs of the genetic algorithm benefited from the cache in that about 1-10% of the configurations were revisited and needed not to be reevaluated. This reduced the runtime to about 2 hours on average. The cache for the evolution strategy typically showed no or an insignificant number of hits meaning also that it found a larger number of unique solutions. In general in this scenario, the evolution strategy was able to find better solutions than the genetic algorithm. The quality progress of the ES showed the typical exponential shape in contrast to the progress of the GA which suggests that the discovery of better solutions is a more random event. Further considerations of the quality progress shows that variations in the mixed scenario were less common and the search could progress more smoothly, while in the segmented scenario the quality variations between the generations were higher. This indicates that the mixed scenario is better to optimize and possibly more robust to parameter variations.

The best quality / least costs that could be achieved were about 40,000 in the segmented allocation scenario and close to 9000 in the mixed allocation scenario. This indicates that sharing of the machines might be beneficial when considering the rather small manufacturing environment under approximately 85% utilization. The generalization of these findings to real-world scenarios needs of course a much more thorough analysis under various utilization levels and also with more complex and bigger manufacturing scenarios.

6. CONCLUSIONS

Metaheuristic software environments have a great benefit in that users can make use of existing algorithms and problems. Problem data can be entered into the available models and a range of different methods can be quickly employed to find the best solution. Nevertheless, the development of additional problems, possibly also making use of further problem-oriented frameworks, often requires users to deal with deeper parts both environments and may require a certain programming skill. The integration of generic data exchange methods, such as protocol buffers eases the application of optimization and allows users to provide a fitness function in a way suitable for them. For this purpose a data-exchange protocol was introduced that is based on two protocol buffer messages and it has been shown how the integration was performed within the HeuristicLab architecture as well as in the AnyLogic simulation environment. Due to the generic nature of these messages and the broad availability of protocol buffer implementations the results could also be transferred to further frameworks and environments. Finally, results were shown from a simulation-based optimization study that benefited from the described protocol.
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